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Résumé.ll y a une forte demande au Royaume-Uni, et dassplays comparables, pour une

méthode financierement abordable d'enquéte en aiqul générale utilisant les techniques

d'échantillonnage aléatoire. Dans ce texte, nooswibds une méthode alternative, déja utilisée aux
Etats-Unis mais nouvelle au Royaume-Uni : le Soadag Ligne Basé sur les Adresses. Ce texte
couvre tous les aspects de la méthode, répondantaestions sur le niveau de couverture, la
qualité des données, les taux de réponse probetiies biais potentiels dans les estimations.
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Abstract. There is a strong demand in the UK for an affolelabethod of surveying the general
population that still employs random sampling teghas. In this paper, we describe an alternative
with antecedents in the US but new to the UK: ABO&Idress-based online surveying. This paper
covers all aspects of the method, seeking to angwestions about its coverage levels, its data
quality, likely response rates, and the potentiabias in substantive estimates.

Keywords : Large Scale Surveys, Random Sample, Self-admiett€AWI

1. Motivation for a new general population survey mode

UK business and government are great consumergasfmation about their populations of interest.
Traditionally much of this information has beenided from questionnaire surveys and, although
other data forms are now becoming influential, tisisstill the dominant method of information
gathering in the UK.

Since the late 1940s the gold standard for samydétyg has been to use random sampling methods
with in-person data collection. However, althougbponse rates remain fairly high (45-75%), in-
person data collection is expensive and requireg toneframes. Consequently, there has always
been a demand for more affordable - and more agileernatives that nevertheless employ random
sampling techniques.

From the early 1970s until relatively recently, REandom digit dial’) telephone surveying was
the primary alternative. However, the modern reguent to sample mobile nhumbers as well as
landline numbers has made the method more expetiswneit was. Contact and cooperation rates
have also dropped in recent years, adding to thikades cost and taking away from its quality.
Since the early 2000s, online panel data collectiaa been used for ‘volume’ research in the
commercial sector. This method has much lowerscastl greater timeliness compared to other
data collection methods. However, these panelsllysexclude everyone who is offline and
random sampling methods are rarely used in theistcoction. This makes it hard to generally
confident about the accuracy and precision of tbglimates, despite the occasional success.

An alternative that combines the best featuresaofilom sampling (sample unbiasedness with
regard toall survey variables, not just those for which popataparameters are available) with the
convenience and (relatively) low cost of online glarwould be a very popular option.

A random sample online panel has potential - séwestiat abroad plus one modest-sized one in the



UK! — but the substantial set-up costs have discodramsst research agencies from building their
own. At Kantar Public (formerly TNS BMRB in the UKyve have instead developed a non-panel
method — address-based online surveying (or ‘ABGS3s a way to meet demand for low-cost
random sample surveying in the UK. It is not $lyioew, having its antecedents in ‘push-to-web’
US studie$ but its specific implementation in the U&new.

2. Introduction to address-based online surveying (AB@)

The core ABOS design is a simple one: a stratifeedtlom sample of addresses is drawn from the
Royal Mail's postcode address file and an invitatletter is sent to ‘the residents’ of each one,
containing username(s) and password(s) plus thef tinke survey website. Respondents can log on
using this information and complete the surveyhasy tmight any other online survey. Once the
questionnaire is complete, the specific usernandepaissword cannot be used again, ensuring data
confidentiality from others with access to thisomhation.

However, this core design must be augmented witlerak other features to make it workable.
Over the course of the last three to four yearshawee carried out experiments and gathered other
evidence to help us understand which features wesk.

This paper is intended as an introduction to théhote and as a summary of what we know and
what we do not know at the time of writing (Auturgf16). Over the course of this paper, we
intend to answer a series of (hypothetical!) qoestiabout the ABOS method, presenting evidence
where we have it and giving a current viewpointwthehat constitutes best practice. We will also
note any plans for the future, including featutest tare likely be tested via already commissioned
studies. The questions are:

3. Q1. If the sample is of addresses, how do you comvéhis into a sample of individuals?

The postcode address file (PAF) is thought to mteva highly comprehensive link to the general
population of adult individuals living in residealtihouseholds but the ABOS method has no
interviewer to facilitate that link. Instead, waush rely on one or more residents at the address to
do this job for us.

The first thing to note is the fact that a smadlction (probably 2-3% in England) of addresses
contains more than one household and there is rytevésample’ one in a controlled manner.
Whoever picks up the letter effectively self-sedettieir household into the sample. While a
weakness, this departure from random sampling isnh —-our view - small enough to be
accommodated in most cases.

Accepting this uncontrolled conversion from a sasrgfladdresses into a sample of households, the
question is how to get from here to a sample ofviddals while respecting random sampling
principles. As part of a test of European Sociaiv8y methods, Park and Humphrey (2014) used a
variant of the ABOS method in which the first adidtread the letter was asked to log on to the
survey website and complete a short questionnairbomsehold composition. At the end of this,
the survey software randomly selected one residéualt and requested that the initial respondent
facilitate a transfer to this selected person fifedent). Subsequent analysis suggested that, in
many households, this selection stage was ignarddteat the goal of a random within-household
sample was not obtained.

In our early tests of an ABOS version of the Cabi@ffice Community Lifesurvey, we instead
tested the quasi-random ‘birthday’ selection methodhich the adult resident with the last — or
next — birthdayis asked to complete the questionnaire. This isartoue random sampling method
but, if implemented accurately, should provide tiomal equivalence. Its theoretical advantage

! This has been developed by NatCen Social Research.

* See Messer (2012) for a summary.

? Best practice is to allocate a random half of the addresses to ‘last’ birthday and the other half to ‘next’ birthday, in an
effort to minimise ‘season-of-birth’ sample effects that affect some survey variables.



over the ESS selection method is its simplicityfdaes not take much thought to work out who has
the last/next birthday and there is no two-stag@oading process. However, simplicity does not
guarantee compliance. Do households — or more aietyithe individuals picking up the letters —
bother with this part?

To test compliance, we included a question on mafttbirth of each adult resident in the
household. We hypothesised that those ignoring ‘biwthday’ sampling instruction would
nevertheless provide this data (where known). Weldcthen use the date of questionnaire
completion to work out which individughouldhave been selected, or at least identify the ntygjor
of ‘wrong’ respondents. If we had sent no samplmgjruction - or alternatively every household
ignored the sampling instruction — we would exphet ‘right' respondent eveny" time wheren is

the number of eligible individuals in the househdltiis is the baseline against which to measure
the success or otherwise of the sampling instrnctde concluded from our test that the success
rate was not a great deal above baseline andhisasuccess rate was lower for larger households
than for smaller ones. Overall, c25% of resporslamre identified as ‘wrong’ respondents.

There are a number of possible ways forward frois tfOption 1 is to use the birthday selection
method but accept a significant level of non-compde. Option 2 is to use the birthday selection
method but to identify and exclude ‘wrong’ respamdefrom the analysis base, effectively
converting the problem from one of sampling ermohe of non-response error. Option 3 is to ask
all eligible individuals in the household to partidpan the survey, eliminating the flawed within-
household sampling process altogether but introducther challenges in its place.

Option 1 has been used for one of our most rec&®A studies, motivated by the fact that the
Community Lifedata did not suggest any systematic differencevdst ‘right’ and ‘wrong’
respondents with respect to demographic profildoothe substantive variables in that survey.
However, not all research commissioners will thihis sufficient evidence and some will find the
non-compliance with the sampling instructions fundatally problematic. Option 2 — the
exclusion of ‘wrong’ respondents — might be mor&agadle but would lead to a reduction of c25%
in the analytical base, and a corresponding iner@agosts to maintain the intended sample size.
Furthermore, it would produce a responding samgaeell towards one person households where
the probability of a ‘wrong’ respondent is zero.

In the end, we recommended to the Cabinet Offimstof option 3 (Williams (2014)), in whicl
adult residents are asked to complete the questianThis is achieved by supplying four sets of
login details (with more available on request) vhitan be used in any sequence. However,
although this solves the ‘wrong respondent’ problgnmtroduces others.

Although there are severajeneral risks when surveying multiple individuals in thanse
household, our main concern with option 3 was tkk that one individual would complete the
questionnaire multiple times, especially if eachmptetion was incentivised. Of course, the
incentive could be dropped or limited to one peardathold - removing (most of) the motivation for
proxy completion - but doing so would replace thsk 10of proxy completion with a risk of lower
response motivation. Ideally, we wouttentify and excluderoxy completions rather then remove
the incentive to respond. The question is how?s Tdrms part of a larger question about how to
verify ABOS data so that it is of sufficient quglfor users (see Q2).

One final option — but one untested by us - is $@ a hybrid selection mechanism. In Sport
England’s newActive Livessurvey — which uses a variant of the ABOS methaahy tworesidents
are invited to take part, a compromise betweenawndampling principles and the desire to limit
the maximum incentive available per household (dmg the motivation for proxy completion).
This method only departs from true random sampimdnouseholds with three or more adults
(c18% of households in England) which might be aanienough exception for research
commissioners to accept. However, households witee or more adults are distinctive in
numerous ways. With this method there is a snellthat real differences between these types of

4 . . .
See www.sportengland.org/research/about-our-research/active-lives-survey for more details.




household and other types of household are contalwith differences due to the sampling
mechanism.

In sum, there is no perfect way of converting aganof addresses to a sample of individuals, only
a set of imperfect ways. For most of our newer ABsfudies, we have used option 3 (all adults can
take part) combined with algorithmic weeding outpobbable proxy completions. However, we
consider this a live topic for research as the egaievidence for each method is still rather thin

4. Q2: How do you verify that the data is from the samled individual(s)?

With interview-based surveys we have confidencedhmaost all the data is collected in a controlled
manner and from the right individual. Interviewerssure that the survey protocol is followed and
they themselves are monitored by survey operatstali$ to minimise the risk of departures from
protocol and to catch the occasional cheat.

With ABOS and most other self-completion surveymoes, there is no interviewer to do this work
so it must be accomplished via other methods. aFstart, respondents should be made aware that
we expect them to supply data in good faith. ™ais be partly achieved through (e.g.) asking the
respondent to confirm the conditions of questiorma&ompletion (non-proxy, in some privacy),
asking him/her to ‘sign’ it as their own work, amg asking for additional contact details to
facilitate post-fieldwork verification checks. Alhese methods make it clear to the respondent that
we take data quality seriously and this in itsedfyndeter some proxy or careless completions of the
questionnaire.

However, these design features ought to be combimiéd a programme of post-fieldwork
verification. This can take two forms. The fiistto re-contact respondents by telephone to check
that the named person completed the questionnadt€iaso) to confirm a few characteristics that
ought to be known only to the individual. The setdorm of verification is to use an algorithm to
identify poor datgpost hoc The implicit assumption underpinning the usehi$ &algorithm is that
proxy data will usually be of poor enough qualiyoe detectable — and discarded if desired.

As it stands, the first form of verification hasebemplemented only once for one ABOS study we
know of Community Life No problems were found on that occasion but ltve re-contact
agreement rate - typical of self-completion surveyds a major limitation to this form of
verification. Furthermore, for cost reasons, thigdkof verification can only be applied to a sample
of cases so it is a far frosufficientmethod of verification.

Consequently, we are largely reliant on the sedomeh of verification — the bad data detection
algorithm — and must do so without strong evideoicies efficacy for ABOS studies. Instead, the
algorithm has been built based upon a more genederstanding of measurement error in a self-
completion context.

Our algorithm varies slightly between different ABQtudies but at its core it utilises a variety of
classic indicators of proxy/careless completion dral small number of these indicators light up,
the case is removed from the data file. This se&nsis a proportionate approach to data
verification given that no one indicator ¢grtainly a sign of invalid data. For the record, this
approach led us to remove less than 5% of casestiie 2015-18Community Lifesurvey, a rate
that may prove to be indicative for ABOS studiegé@meral and a rate that seems low enough for us
to be largely confident of the data’s veracity.

Although each ABOS questionnaire is different, ¢hare a number of indicators that we use across
all studies. These include (i) inconsistencies hiousehold data when multiple completed
questionnaires have been received from the samsehold, (ii) use of the same email address by
multiple respondents when providing the necessataild to receive the e-incentive, (iii)
suspiciously short completion times, (iv) only avfeninutes between one questionnaire being
completed and another being started within the shousehold, and (v) excessive missing data
rates.

We also pay special attention to households wherenaximum number of questionnaires has been
completed (four inCommunity Lifg From the development work, we know these qaestires



tend to have been completed more quickly than geea median of 28 minutes v 38 minutes in
one Community Lifetest) and that respondents also tend to selearfévan average items from
multiple response lists. However, the missing datas are average, as is the length of open-ended
text, and there is no additional primacy effect tha can detect. For the most part, these contplete
questionnaires do not look particularly differembrh others so we take the view that four
completions from a single household doesneatessarilymean proxy/careless completion in order
to obtain a larger incentive. Nevertheless, toobethe safe side we tend to discard these cases
based on fewer lit indicators than are requiredisoard other cases.

It is an open question whether this combination ‘raidging’ respondents to complete the
questionnaire truthfully (and with care) togethéthvan algorithmic method of post-fieldwork case-
removal issufficient even if it isproportionateand this is certainly an area for further develepm
Nevertheless, the ABOS method is intended as aclustway of obtaining a random sample of the
general population; some level of proportionalityseme level of compromise - is necessary to
ensure that the cost of data verification doestrastsform ABOS from a low-cost to a high-cost
survey model.

5. Q3: How do you cover ‘offline’ individuals?

According to weighted Crime Survey of England & \8&ldata from 2012-3517% of the adult
population in GB has either never used the intesneses it so infrequently that they are effedyive
not covered by an online survey method. This giswghrinking slowly over time, but more due to
its demographic decline than due to a change iraloetr among the group. This group is
particularly distinctive with respect to birth coh@and educational level, tending to be older and,
controlling for age, disproportionately likely tave no academic qualifications.

Although the size of the offline subpopulation igisking, excluding a highly distinctive 17% of
the adult population is not acceptable for surtbgs aspire to the status of official statisticsl@ss

the survey topic is exclusively concerned with walibehaviour). Consequently, ABOS studies
need to cover offline subpopulations using an ndfldata collection mode. We have experimented
with offering paper questionnaires and telephonerirews on request and have also used paper
questionnaires more directly, including one or marsome reminder packs (see Q4).

A different approach — to be tested at scale ity@fx17 - is to use a dual sample design in which a
standard ABOS study is combined wétsmaller interview study in which sampled housésalre
screened for individuals that are either (i) ag@d or (i) have not used the internet in the last
yeaf. Our analysis suggests internet-using peoplééir t70s and 80s are not particularly well
covered by the ABOS method, hence their inclusiobath samples. The next age group down —
the internet-using 60-69s - is covered as wellngsogher age group.

Given the additional costs of a separate intenstwdy, we recommend that researchers consider
under-sampling the target population - and theryapgplarger than average design weights to the
data — rather than seeking absolute proportionalEjther PAF-based in-person interviewing or
dual-frame RDD telephone interviewing (if suitabha)ght be used for the ‘offline’ sample. The
‘offline’ and ABOS samples can then be combineddioalysis purposes with weights to deal with
the slight overlap in target populations (the c7#4he population that is aged 7@&hnd uses the
internet).

The choice between (i) using paper questionnasemaalternative data collection mode within the
ABOS sample and (ii) supplementing the ABOS samjille an ‘offline’ interview survey is largely
determined by the complexity of the measurementeatbbjes. Given a straightforward

> It is more usual to use Ofcom survey data to estimate online and offline population sizes but the Ofcom survey is not
large enough for a reliable estimation of the age/educational level distribution of the offline population.

® An alternative is to use in-person interviewers to contact sampled households that have not responded to the ABOS
study. However, this would enforce pre-clustering of the ABOS sample and (probably) some sub-sampling of non-
respondents to control costs.



questionnaire, option (i) is a good choice. Firsttydoes not demand the complexity of a dual
sample design; secondly, paper data collectiorgs tostly than interview data collection; thirdly,

there is plenty of evidence that paper and onlunestjonnaires yield data with similar measurement
characteristics (despite inevitable layout diffeesand the lack of control over the order in which
a respondent completes a paper questionnaire).

However, paper cannot readily accommodate complexifg, loop structures or any responsive

pre-population of question and response texts. pBimversions of the questionnaire might be

produced to get around this problem but, in doingresearchers accept offline non-coverage for
the parts of the questionnaire not reproduced @empalf such structural complexity is necessary, a
separate interview survey is the only alterndtidespite the additional costs, additional design
complexity and the occasional risk to inferencearhbining interview data with online data.

6. Q4: What response rate does the ABOS method get amehat is the impact of the design
features you have tested?

The calculation of an ABOS response rate is onfyr@pmate but we can estimate it by assuming
that c8% of sampled addresses will not containwséloold, and that an average of ¢1.9 adults will
be resident in each household. These estimatesohust, derived from the Census and from
contemporary random sample interview surveys. tkercurrent version of the ABOSommunity
Life survey — which asks all resident adults to conepdetiuestionnaire — it is a simple task to divide
the number of validated completed questionnairethisyestimated denominator. For variants that
seek just one adult respondent per sampled houketi@ denominator is simply the estimated
number of households. For both variants, we excluidjected’ completed questionnaires and
partially completed questionnaires from the nunwerat

The specific combination of ABOS design featurgdus the identity of the sponsor and/or topic of
the survey — appears to make a significant diffezdn the response rate. In 2015-16, the response
rate for the Cabinet Offic€Eommunity Lifesurvey was 24% but in a contemporaneous surveg for
different sponsor (a ‘third sector’ organisatiomttimust remain anonymous for now), the response
rate was only 9%, averaged across experimentalittmmsl Given this observed variation in
response rates, for each new ABOS study we straeglymmend a pilot or a ‘soft launch’ phase to
establish the likely response rate so that the pestcompleted questionnaire can be estimated
precisely.

Over the years, we have tested many different defgtures in an effort either to boost the
response rate or to reduce costs. From this we kinat :

« Conditional incentives increase the response adibejt not in a linear fashion and
with some accompanying increase in costs;

* Sending a reminder can almost double the resp@tsemithout increasing the cost
per completed questionnaire;

* Sending a second reminder has half the effect effitst reminder — and thus
increases the cost per completed questionnag i this reminder includes one or
more paper questionnaires the impact can be greaugrit can also alter the
responding sample profile (and not just throughusion of the offline population).
These qualities make it a useful tool for manignasample composition as well as
for increasing the response rate.

’ An alternative is to make the interview method available ‘on request’ to the ABOS sample. However, in our
experience, very few people will contact the research agency to arrange such an interview. Consequently, coverage of
the offline population is no more than nominal if this approach is taken.



Beyond these general findings, we have some evadEom specific ABOS studies that may prove
to be generalisable to other ABOS studies. Otleassending a vivid ‘survey promotion’ postcard
(without login details) just before one of the éett can cost-effectively prompt people to take part
when the detailed letter arrives. This reflectsliings from name-based postal surveys in the UK
and elsewhere (see Dillman et al (2014) for a thgihoreview). The second finding is that the
identity of the sponsor can have an impasen with an otherwise identical survey affer
Combining this evidence with the observed variatiorresponse rate between different ABOS
studies, we conclude that sponsors with little naewgnition should (if possible) link up with a
partner organisation that can lend to the studgtgrename recognition or reputation.

7. Q5: How does the response rate vary between subpdptions, and what (if anything)
can you do about it?

The postcode address file is itself a ‘bare’ sanfpdene but neighbourhood-level data can be
attached via the postcode, allowing response tatbe estimated for different strata. Beyond this,
we can compare the gender, age and regional prafil@BOS responding samples against the
relevant ONS mid-year population totals, allowing to estimate response rates for post-strata
defined by these characteristics. Furthermorecarealso compare an ABOS responding sample
against contemporary high response rate randomlsartgpgauge relative bias on a wider range of
characteristicds

Although we have accumulated response informatfdhis type across multiple ABOS studies, we
are wary of over-generalising findings given thesant small number of studies.

Stratum level response rates

One reasonably consistent feature is thatothine response rate is inversely correlated with the
local Index of Multiple Deprivation (IMD), availablat LSOA level. No other variable that can be
attached to the postcode address file appears @&s b&ong a predictor of response (although there
is some evidence that two other variables havetiaddi predictive value: (i) the census proportion
living in flats and (i) the census proportion seléissifying into one of the black ethnic grot)ps

This variation in stratum response rates can becextl by selectively applying design features
known to influence the response rate. For exantipéeincentive level can be varied between strata
or, more subtly, theroportion of addresses that receive an incentive, recesecand reminder or
receive a set of paper questionnaires can be vhatdeen strata At the time of writing, we have
only employed this kind of responsive design fa @ommunity Lifesurvey because we have more
evidence about the impact of design features fag ¢hudy than for any other ABOS study.
Although preliminary evidence from other studieggests some consistency in the additive effect
of each of these design features, the evidencetistrong enough for us to determine a clear set of
rules that would apply tall ABOS studies.

Socio-demographic profiles

Although we may manipulate the response rate \@ad#sign features described above, the impact
of each design feature on the sample’s demograpbide is much harder to detect. Furthermore,
while in most ABOS studies we have included experita to test the impact of one, two or even
three design features, some features remain uvadwaged. For example, only the very first
ABOS study (for the Cabinet Office) tested the ictpaf not offering an incentive. All of our
ABOS studies since then have offered at least £&turn for completing the questionnaire and
most have offered £10.

As it stands, the only design feature thatkmewwill change the sample profile is the inclusion or
otherwise of paper questionnaires in the secondgndan However, even here, all we can say for

® Both of these ‘indirect’ methods of estimating bias are reliant on an assumption of measurement equivalence
between the ABOS study and the benchmark study. This assumption should hold sufficiently well for us to safely
assess sample balance with respect to demographics but not with respect to opinions or (in some cases) behaviours.
° Both are negatively correlated with ABOS response probabilities.



certain is that paper questionnaires bring in npgeple aged 60+ and especially those aged 75+
(who will otherwise take part in very low numberdn addition, there are indications that paper
questionnaires help bring in people aged under 66 have long-term illnesses or disabilities
and/or live in social rent accommodation.

Given our lack of robust evidence about the immdctpecific design features, it is perhaps most
instructive to simply compare the demographic pesfiof ABOS studies with different sponsors,
topics and design features to see if we can ideatily consistent outcomes. For illustration, we
show data from three 2016 ABOS studies, two of whiaist remain anonymous for the moment.
Table 1 provides the demographic profiles for eaicthese studies although it is worth noting that
slightly different demographic data was collecteddach study, hence some cells are empty.

The two surveys with a substantial number of papturns (theCommunity Lifesurvey and the
anonymous survey 2, also for a government depatjnmawve very similar demographic profiles,
despite theCommunity Lifesurvey having a much higher response rate thawegu? (24%
compared to 15%). Across the four common dimerssigender, age group, working status and
ethnic group), the mean absolute marginal errorcpéegory is 3.9% pts for theommunity Life
survey and 2.9%pts for survey 2. However, surveyia® no data for highest educational
qualification or for housing tenure, variables whaeve can expect higher error scores. If these
variables are included, theommunity Lifesurvey’'s mean absolute marginal error per category
increases from 3.9%pts to 4.6%pts. Given the anityl of the two surveys with respect to the
common dimensions, it is reasonable to expecttkigasurvey 2 sample is biased to a similar degree
in these other (unmeasured) respects.

Survey 3 (for a ‘third sector’ organisation) hadistinctively different profile, largely due to tliect

that no paper questionnaires were included in doersd reminder package. Consequently, paper
completions make up only 2% of the total respondiagiple. For survey 3, the mean absolute
marginal error per category is a much higher 6.@%guross all dimensions. In particular, the
sample is younger than it should be and too higldiycated. It shares these traits with the online-
responding subsets of ti@mmunity Lifesurvey and of survey 2. However, the most nothlzde

is in the gender profile: only 37% of respondenesevmale. This gender biasnist found in the
online-responding subsets of tBiemmunity Lifesurvey (47% male) or of survey 2 (49% male) so it
has nothing to do with the almost online-only nataf survey 3.

As a point of comparison, the 2015-G®mmunity Lifein-person interviewsurvey has a mean
absolute marginal error per category of just 1.4%0p€learly, the ABOS method produces a less
accurate demographic profile than the face-to-fatsview method but that is to be expected given
its lower response rate. In fact, the accuracshefABOS profile is similar (albeit with a differen
error distribution) to that of a mid-fieldwork irepson interview survey after two or three visits to
each sampled address. The accuracy of the pisfidso similar to that of contemporary dual-
frame RDD surveys, for which 2-5 percentage paafiesrror per category is typical.

Table 1: Demographic profiles for three 2016 AB@&Ig s plus a contemporary benchmark



Variable Survey 1: ABOS ABOS Post-

Community  Survey 2 Survey 3 stratified
Life, 2015-16 benchmark
(ABOS survey
version) estimate
(Community
Life, 2015
16, in-person
interview
version
% Responding online 74% 77% 98%
Responding sample size 3,016 1,170 968 3,027
Response rate 24% 15% 9% 61%
Gender
*Male 46.1% 48.4% 37.2% 48.8%
*Female 53.9% 51.6% 62.8% 51.2%
Age group
*16-24 8.5% 8.4% 15.2% 14.4%
*25-34 12.9% 15.8% 16.4% 16.8%
*35-44 14.0% 15.2% 13.8% 16.8%
*45-54 18.1% 15.8% 17.8% 17.2%
*55-64 18.2% 17.5% 18.4% 14.0%
*65-74 18.3% 18.0% 13.5% 11.2%
*75+ 9.9% 9.4% 4.9% 9.6%
Working status
*Working 54.2% 56.5% 52.4% 57.8%
*Not working 45.8% 43.5% 47.6% 42.2%
Ethnic group
*White British 86.2% 86.7%* n/a 79.6%
*Other 13.8% 13.3% n/a 20.4%
Highest qualification (if
aged <70)
*Degree or higher 33.2% n/a 41.4% 28.3%
*Other qualification 59.0% n/a 46.7% 57.9%
*No qualifications 7.8% n/a 11.9% 13.8%
Housing tenure
*Qutright ownership 37.7% n/a 32.4% 25.5%
*Mortgaged 27.5% n/a 27.4% 39.3%
*Renting/other 34.8% n/a 40.3% 35.2%

For all of these variables, benchmark values amglable so marginal calibration methods can
reduce category-level errors to approximately 0.8%p long as a sufficient number of responding
cases are present for each category. (At the dihveriting) both theCommunity Lifesurvey and
survey 3 responding samples have been calibratddsinvay, although not to exactly the same set
of marginal total$® In both cases, the design effect due to calibmatiomodest: 1.30 for the
Community Lifesurvey and 1.46 for survey 3. However, it showddchbted that cell level errors may

10 Community Life: gender/age, education/age, housing tenure, region, household size and ethnic group; Survey 3:
gender, age, age/working status, education/age and housing tenure.



persist even after marginal calibration, as wilhfiesponse errors that are uncorrelated with the
variables used in the calibration procedure. Iy, the question remains: what level of non-
response bias can we expatfter calibration?

8. Q6: What evidence do you have for non-response bias

Non-response bias can be identified with some denfte with respect to a sample’s demographic
profile but with much less confidence with respecthe substantive data, since benchmarks are
usually unavailable. Our evidence in this respectther limited but in one of our development
phases for th&€ommunity Lifesurvey we were able to shed some light on thideast for that
particular study.

For several years (2012-16), at least one ABOSamaonf theCommunity Lifesurvey ran alongside
the standard in-person interview survey that waslws produce official statistics. The two designs
produced significantly different results even whete samples were weighted to the same
population parameters. The question that arosehisiswvas the difference in results due primarily
to (i) measurement effectelated to the two different modes of data coitecionline and paper
self-completion questionnaires vs. in-person inewe) or (ii) residualselection effectsdespite
weighting the two samples to the same populatioarpaters? To answer this question it was vital
to disentangle selection and measurement effectsdar to determine which had the strongest
influence on the results.

Williams (2015) describes the investigation in detdsewhere but, in summary, the evidence
suggested that the difference in data collectioden®.e. measurement effects) was responsible for
the bulk of the mismatch observed between the tesibelection effects appeared to be small in
comparison.

Naturally, the study has some limiting assumptiand there are questions it could not answer. For
example, sample size constraints limited analyststial population estimates only. Findings might
be different if sub-groups were assessed separatelit is possible that selection effects are
meaningful for some parts of the population evemat in aggregate for the total population.
Absence of evidence for selection effects doesmply that none exist.

Chart 1 plots the estimated measurement effectmsigahat we might call ‘system effects’: the
difference in results between the ABOS versiorhef@ommunity Lifesurvey and the contemporary
in-person interview version of the survey. Therelation between the estimated measurement
effects and these system effects was very strong.§R), leaving only a small amount of residual
variance that might be explained by selection éstdeurthermore, as table 2 shows, the distribution
of estimated measurement effects - in terms of madm - almost exactly matched the distribution
of the observed system effects.

Chart 1: Measurement effects (called ‘mode effeb&s’e) plotted against system effects (‘web —
F2F") in theCommunity Lifesurvey
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Table 2: Aggregated analysis of estimated measureeitects (online/paper self-completion vs in-
person interview) against observed differences eéetwABOS and in-person interview survey

results (July-September 2014)

t

Mean absolute difference  3.4pp 3.0pp
Median absolute difference 2.1pp 2.1pp
% of differences <1pp 26% 32%
% of differences <2pp 48% 49%
% of differences <3pp 60% 63%




% of differences <4pp 69% 74%

% of differences <5pp 75% 82%
% of differences 5pp+ 25% 18%
% of differences 10pp+ 5% 4%

% of differences that are40% 38%

statistically significant (null
expectation = 5%)

The same kind of method was also used to diserga®éction and measurement effects causing
differences between the RDD telephone interview ABOS versions of Sport EnglandActive
Peoplesurvey. That study also found that measureméettsfwere stronger than selection effects
but concluded that modest selection effects weobably still present in the data. However, in
this case, the benchmark — an RDD landline-onlgptebne-interview survey - was not of gold
standard quality so the presence of selection tsfi@as not the cause for concern it would have
been had the benchmark been an in-person intesuevey.

Two studies are by no means enough to make geoenglusions about the nature of ABOS
samples. Although it seems fair to say that seleceffects are minimal within the ABOS
Community Lifesurvey (once it has been calibrated to populgb@aameters), it does not follow
that they will be minimal forall ABOS studies. Nevertheless, it seems fair to thay the
relatively low response rates obtained from ABORI&s are not necessarily indicative of strong
selection effects. This conclusion aligns withdsts of in-person interview surveys which have
demonstrated high levels of convergence betweeémasts based on early data (when the response
rate was low) and estimates based on final daaf@example Williams, Sturgis, Brunton-Smith
and Moore (2016).

9. Q7: How much does it cost?

ABOS is primarily intended as an alternative to R2Izphone interviewing. So far, we have two
examples of ‘parallel runs’ and have found the qomt completed ABOS questionnaire to be
roughly 60-80% of the cost of a same-survey duahf RDD telephone interview. Naturally, the
specific combination of design features that ispaeld will influence this cost ratio.

10. Conclusions

Although the ABOS method has its antecedents inUBeit is a relatively new method for UK
survey research and the details will undoubtedlydfimed over the next few years. It appears to
obtain reasonably balanced samples at responsethatieare similar to those achieved with RDD
telephone surveying. Selection effects seem modebere we have been able to estimate them -
but we do not yet have enough evidence to mak@eargkestatement about the relative robustness of
the method compared to the gold standard of ingmensterview surveys. Nevertheless, there is
enough positive news to continue developing thia genuine option for survey research studies.
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